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Recall
• Delta Debugging (DD)

• Recursive Delta Debugging – ddmin
• Hierarchical Delta Debugging
• Probabilistic Delta Debugging (ProbDD)
• Delta Debugging for Program Debloating

• Information Retrieval based Fault Localization (IRFL)

• Vector Space Model (VSM)
• Tf-Idf
• Cleansing Bug Reports and Source Code
• VSM and Similarity

• Spectrum-based Fault Localization (SBFL)

• Genetic Algorithm for SBFL
• Theoretical Analysis
• Method-level Aggregation
• Hybrid SBFL
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Contents
1. Non-Testable Programs

Types of Non-Testable Programs
2. Metamorphic Testing

Examples: SMT Solvers
Examples: Web Browser Debugger
Examples: Compilers
Examples: Deep Neural Networks
Examples: Object Detection
Learning Metamorphic Relationships

3. Differential Testing
Examples: Nezha
Examples: Binary Lifters
Examples: JIT Compilers
N+1-version Differential Testing

4. Property-based Testing
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History of π

How to calculate the value of π?

• BC 2000, Babylonia – Just approximate it to 3 + 1/8 = 3.125

• BC 250, Archimedes – First calculation of π using polygons:

<latexit sha1_base64="jYSbBuzh1QPs+Dp2v5NnV9Aw0Hw=">AAACXnicbVBNSwMxEE3X7/pV9SJ4CRZBL2XXSvWgIHrxIihYFUwp2Wy2Dc1uYjIr1mV/lb/Gm+i/8GRai2h1IOHx3psZ5oVaCgu+/1LyJianpmdm58rzC4tLy5WV1WurMsN4kympzG1ILZci5U0QIPmtNpwmoeQ3Ye90oN88cGOFSq+gr3kroZ1UxIJRcFS7ct7AhEUKMIkNZXlQ5LsFPsJ1fIiJFu6v1/b2MaFaG/WIG0TyGLa/vcTeG8jrRUGM6HRhp12p+jV/WPgvCEagikZ10a58kEixLOEpMEmtvQt8Da2cGhBM8qJMMss1ZT3a4XcOpjThtpUPzy7wlmMiHCvjXgp4yP7syGlibT8JnTOh0LXj2oD8V7OQUNM30dh+iA9auUh1BjxlX+vjTGJQeJAsjoThDGTfAcqMcBdg1qUuKXD5/5oPovdUlF1YwXg0f8H1bi1o1BqXe9Xjk1Fss2gDbaJtFKB9dIzO0AVqIoae0Qt6Q++lV2/aW/SWv6xeadSzhn6Vt/4JtNu26g==</latexit>

6 · 1

2
= 3 < ⇡ < 3.47 ⇡ 6

✓
1p
3

◆
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6 · 1

2
= 3 < ⇡ < 3.47 ⇡ 6

✓
1p
3

◆

<latexit sha1_base64="fkb9IdhgwxD1c21bghhULEhAmOg=">AAACSHicbVDLSgNBEJyNrxhfqx69DAZBEcJukOhFEL14jGASwQ2hdzJrhsw+nOkV4rKf4td4E/0A/8Kb6MnJA9RowUBRVT1Nl59IodFxXq3CzOzc/EJxsbS0vLK6Zq9vNHWcKsYbLJaxuvJBcyki3kCBkl8likPoS97y+2dDv3XHlRZxdImDhLdDuIlEIBigkTr2ocdivesFCljmgUx6kGfVfI8eU0/fKszGjrs/jNHvQN6xy07FGYH+Je6ElMkE9Y796XVjloY8QiZB62vXSbCdgULBJM9LXqp5AqwPN/za0AhCrtvZ6MCc7hilS4NYmRchHak/JzIItR6EvkmGgD097Q3Ffz2NIaiB6k7tx+ConYkoSZFHbLw+SCXFmA47pF2hOEM5MASYEuYCynpgikLT9K//UfTv85Ipy52u5i9pViturVK7OCifnE5qK5Itsk12iUsOyQk5J3XSIIw8kEfyTF6sJ+vNerc+xtGCNZnZJL9QKHwBQuGzlQ==</latexit>

cos(
↵

2
) =

r
1 + cos↵

2

<latexit sha1_base64="JXaZCcPxzXBWRU/iSIfge4+3Q18=">AAACVHicbVDLSgMxFE3HV62vqks3wSIoYpkRUTeC2I1LBdsKTil30owNzWTG5I5Qh/kgv8ad6K+IC9OH0FYPBE7OuQ/uCRIpDLruZ8GZm19YXCoul1ZW19Y3yptbDROnmvE6i2Ws7wMwXArF6yhQ8vtEc4gCyZtBrzbwm89cGxGrO+wnvBXBoxKhYIBWapdrPoLa90MNLPNBJl3Is+P8gF5Q3zxpzEaOd+Sz2NDfAu9w8pu3yxW36g5B/xJvTCpkjJt2+cvvxCyNuEImwZgHz02wlYFGwSTPS35qeAKsB4/8wVIFETetbHhsTves0qFhrO1TSIfqZEcGkTH9KLCVEWDXzHoD8V/PYAS6rzsz+zE8b2VCJSlyxUbrw1RSjOkgT9oRmjOUfUuAaWEvoKwLNjS0qU/NR9F7yUs2LG82mr+kcVz1TquntyeVy6txbEWyQ3bJPvHIGbkk1+SG1Akjr+SNfJDPwnvh25lzFkalTmHcs02m4Kz/AP5jtlw=</latexit>

tan(
↵

2
) =

r
1 � cos↵

1 + cos↵

<latexit sha1_base64="xpukqZG5skeAPOjOaN6cmjvxnec=">AAACSHicbVDLSgMxFM3Ud31VXboJFkEXlhkR60YounGpYLXQKeVOmrGhmcyY3BHqMJ/i17gT/QD/wp3oyvQBavVA4HDOubncEyRSGHTdV6cwNT0zOze/UFxcWl5ZLa2tX5k41YzXWSxj3QjAcCkUr6NAyRuJ5hAFkl8HvdOBf33HtRGxusR+wlsR3CgRCgZopXap6huhdvxQA8t8kEkX8mw/36XH1De3GrOR4+35LDb0O5C3S2W34g5B/xJvTMpkjPN26dPvxCyNuEImwZim5ybYykCjYJLnRT81PAHWgxvetFRBxE0rGx6Y022rdGgYa/sU0qH6cyKDyJh+FNhkBNg1k95A/NczGIHu687EfgyPWplQSYpcsdH6MJUUYzrokHaE5gxl3xJgWtgLKOuCLQpt07/+R9G7z4u2LG+ymr/kar/iHVYOLw7KtZNxbfNkk2yRHeKRKqmRM3JO6oSRB/JInsmL8+S8Oe/OxyhacMYzG+QXCoUvT86znA==</latexit>

sin(
↵

2
) =

r
1 � cos↵

2
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History of π

How to calculate the value of π?

• BC 2000, Babylonia – Just approximate it to 3 + 1/8 = 3.125

• BC 250, Archimedes – First calculation of π using polygons:

<latexit sha1_base64="jYSbBuzh1QPs+Dp2v5NnV9Aw0Hw=">AAACXnicbVBNSwMxEE3X7/pV9SJ4CRZBL2XXSvWgIHrxIihYFUwp2Wy2Dc1uYjIr1mV/lb/Gm+i/8GRai2h1IOHx3psZ5oVaCgu+/1LyJianpmdm58rzC4tLy5WV1WurMsN4kympzG1ILZci5U0QIPmtNpwmoeQ3Ye90oN88cGOFSq+gr3kroZ1UxIJRcFS7ct7AhEUKMIkNZXlQ5LsFPsJ1fIiJFu6v1/b2MaFaG/WIG0TyGLa/vcTeG8jrRUGM6HRhp12p+jV/WPgvCEagikZ10a58kEixLOEpMEmtvQt8Da2cGhBM8qJMMss1ZT3a4XcOpjThtpUPzy7wlmMiHCvjXgp4yP7syGlibT8JnTOh0LXj2oD8V7OQUNM30dh+iA9auUh1BjxlX+vjTGJQeJAsjoThDGTfAcqMcBdg1qUuKXD5/5oPovdUlF1YwXg0f8H1bi1o1BqXe9Xjk1Fss2gDbaJtFKB9dIzO0AVqIoae0Qt6Q++lV2/aW/SWv6xeadSzhn6Vt/4JtNu26g==</latexit>

6 · 1

2
= 3 < ⇡ < 3.47 ⇡ 6

✓
1p
3

◆ <latexit sha1_base64="PULl4g2At8+LTcfAM44FXF9t4Pk=">AAACmHichVFdT9swFHWyDUrZoIw3GJK1ahITIkpSBDzwUI0H2FtBFJBIVTmu01p1EmPfIEqUZ34jP2J/gCfcNtrWgsSVbB+dcz/kc0MpuAbXfbLsDx8/LSxWlqrLn7+srNbWvl7qNFOUtWkqUnUdEs0ET1gbOAh2LRUjcSjYVTg8HutXd0xpniYXMJKsE5N+wiNOCRiqW3v0/ECwCLaDSBGaB/pWQe7vTt9GURS5XwSK9wfwEwdESpXe44bjufgIB5Kbu+H4/l/l3WYltfOPKpt3a3XXcSeBXwOvBHVURqtbew56Kc1ilgAVROsbz5XQyYkCTgUrqkGmmSR0SPrsxsCExEx38olhBf5hmB6OUmVOAnjC/l+Rk1jrURyazJjAQM9rY/JNTUNM1Ej15uZDdNjJeSIzYAmdjo8ygSHF453gHleMghgZQKji5geYDoixEMzmZvoDHz4UVWOWN2/Na3DpO96+s3+2V2/+Km2roE30HW0jDx2gJjpFLdRGFP2x1q1v1pa9YTftE/v3NNW2ypp1NBP2+QvKLMwO</latexit>

12

 p
2 �

p
3

2

!
⇡ 3.10 < ⇡ < 3.22 ⇡ 12

 p
2 �

p
3p

2 +
p

3

!

<latexit sha1_base64="fkb9IdhgwxD1c21bghhULEhAmOg=">AAACSHicbVDLSgNBEJyNrxhfqx69DAZBEcJukOhFEL14jGASwQ2hdzJrhsw+nOkV4rKf4td4E/0A/8Kb6MnJA9RowUBRVT1Nl59IodFxXq3CzOzc/EJxsbS0vLK6Zq9vNHWcKsYbLJaxuvJBcyki3kCBkl8likPoS97y+2dDv3XHlRZxdImDhLdDuIlEIBigkTr2ocdivesFCljmgUx6kGfVfI8eU0/fKszGjrs/jNHvQN6xy07FGYH+Je6ElMkE9Y796XVjloY8QiZB62vXSbCdgULBJM9LXqp5AqwPN/za0AhCrtvZ6MCc7hilS4NYmRchHak/JzIItR6EvkmGgD097Q3Ffz2NIaiB6k7tx+ConYkoSZFHbLw+SCXFmA47pF2hOEM5MASYEuYCynpgikLT9K//UfTv85Ipy52u5i9pViturVK7OCifnE5qK5Itsk12iUsOyQk5J3XSIIw8kEfyTF6sJ+vNerc+xtGCNZnZJL9QKHwBQuGzlQ==</latexit>

cos(
↵

2
) =

r
1 + cos↵

2

<latexit sha1_base64="JXaZCcPxzXBWRU/iSIfge4+3Q18=">AAACVHicbVDLSgMxFE3HV62vqks3wSIoYpkRUTeC2I1LBdsKTil30owNzWTG5I5Qh/kgv8ad6K+IC9OH0FYPBE7OuQ/uCRIpDLruZ8GZm19YXCoul1ZW19Y3yptbDROnmvE6i2Ws7wMwXArF6yhQ8vtEc4gCyZtBrzbwm89cGxGrO+wnvBXBoxKhYIBWapdrPoLa90MNLPNBJl3Is+P8gF5Q3zxpzEaOd+Sz2NDfAu9w8pu3yxW36g5B/xJvTCpkjJt2+cvvxCyNuEImwZgHz02wlYFGwSTPS35qeAKsB4/8wVIFETetbHhsTves0qFhrO1TSIfqZEcGkTH9KLCVEWDXzHoD8V/PYAS6rzsz+zE8b2VCJSlyxUbrw1RSjOkgT9oRmjOUfUuAaWEvoKwLNjS0qU/NR9F7yUs2LG82mr+kcVz1TquntyeVy6txbEWyQ3bJPvHIGbkk1+SG1Akjr+SNfJDPwnvh25lzFkalTmHcs02m4Kz/AP5jtlw=</latexit>

tan(
↵

2
) =

r
1 � cos↵

1 + cos↵

<latexit sha1_base64="xpukqZG5skeAPOjOaN6cmjvxnec=">AAACSHicbVDLSgMxFM3Ud31VXboJFkEXlhkR60YounGpYLXQKeVOmrGhmcyY3BHqMJ/i17gT/QD/wp3oyvQBavVA4HDOubncEyRSGHTdV6cwNT0zOze/UFxcWl5ZLa2tX5k41YzXWSxj3QjAcCkUr6NAyRuJ5hAFkl8HvdOBf33HtRGxusR+wlsR3CgRCgZopXap6huhdvxQA8t8kEkX8mw/36XH1De3GrOR4+35LDb0O5C3S2W34g5B/xJvTMpkjPN26dPvxCyNuEImwZim5ybYykCjYJLnRT81PAHWgxvetFRBxE0rGx6Y022rdGgYa/sU0qH6cyKDyJh+FNhkBNg1k95A/NczGIHu687EfgyPWplQSYpcsdH6MJUUYzrokHaE5gxl3xJgWtgLKOuCLQpt07/+R9G7z4u2LG+ymr/kar/iHVYOLw7KtZNxbfNkk2yRHeKRKqmRM3JO6oSRB/JInsmL8+S8Oe/OxyhacMYzG+QXCoUvT86znA==</latexit>

sin(
↵

2
) =

r
1 � cos↵

2
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History of π

• BC 250, Archimedes – First calculation of π using 96-gon:

223/71 = 3.140845 < π < 3.142857 = 22/7 (2 digits)

n cn = n sin
(

π
n

)
Approx. Cn = n tan

(
π
n

)
Approx.

6 3 3 2
√

3 3.46410161

12 12 ·
√

2−
√

3
2 3.10582854 12 ·

√
2−

√
3√

2+
√

3
3.21539031

24 24 ·
√

2−
√

2+
√

3
2 3.13262861 24 ·

√
2−

√
2+

√
3√

2+
√

2+
√

3
3.15965994

48 48 ·

√
2−

√
2+

√
2+

√
3

2 3.13935020 48 ·

√
2−

√
2+

√
2+

√
3√

2+
√

2+
√

2+
√

3

3.14608622

96 96 ·

√
2−

√
2+

√
2+

√
2+

√
3

2 3.14103195 96 ·

√
2−

√
2+

√
2+

√
2+

√
3√

2+

√
2+

√
2+

√
2+

√
3

3.14271460
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History of π

• BC 250, Archimedes – First calculation of π using 96-gon:

223/71 = 3.140845 < π < 3.142857 = 22/7 (2 digits)

• AD 263, Liu Hui – First calculation of π using areas of 96-gon:

3.141024 < π < 3.142074 (3 digits)

• AD 480, Zu Chongzhi – Liu Hui’s method with 12288-gon:

3.1415926 < π < 3.1415927 (7 digits)

• AD 1400, Madhava of Sangamagrama – First calculation of π using
infinite series:

π

4 = 1 − 1
3 + 1

5 − 1
7 + · · · =

∞∑
n=0

(−1)n

2n + 1 (10 digits)
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History of π

• AD 1596, Ludolph van Ceulen – Calculation of π using 262-gon:

35 digits (by spending 25 years)

• AD 1706, William Jones – First use of the Greek letter π.
• AD 1775, Euler – Popularized the use of π by using it in his book.
• AD 1910, Srinivasa Ramanujan – Rapidly converging infinite series:

1
π

= 2
√

2
9801

∞∑
k=0

(4k)!(1103 + 26390k)
(k!)43964k

• AD 1995, Bailey, Borwein, and Plouffe (BBP) Formula is discovered:

π =
∞∑

k=0

[ 1
16k

( 4
8k + 1 − 2

8k + 4 − 1
8k + 5 − 1

8k + 6

)]

• AD 1997, Fabrice Bellard’s Formula (43% faster than BBP).
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History of π
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Computing π

• How to write a program that computes π?

• Then, how to test the program that actually computes π?

• Some programs do not have a test oracle to compare the output.

• We call such programs as non-testable programs.

• Then, how to test such non-testable programs?
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Types of Non-Testable Programs

• Type 1: Programs was written to determine the answer to a problem
we have not yet solved. (If we knew the oracle, we would not need the
program.)

• Type 2: Programs produce so much output that it is impractical to
verify all of it.

• Type 3: Programs for which the tester has a misconception.
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Types of Non-Testable Programs

From our point of view, type 1 programs are the most interesting.

• Type 1: Most scientific computation, certain branches of Artificial
Intelligence or Machine Learning, etc.

• What is the correct value of π?

• What is the correct result of the sin, cos, and tan functions?

• What is the correct way to play a video game, if you are applying
reinforcement learning?

• What is the correct way to classify an image, if you are applying deep
learning?

• What is the correct way to translate a sentence, if you are applying
machine translation?
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Implementing sin

• Let’s assume that you implemented the sin function.

• How to test the sin function?

• We can test it using the known values of the sin function.

• sin(0) = 0

• sin(π/2) = 1

• sin(π) = 0

• sin(3π/2) = −1

• sin(2π) = 0
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Implementing sin
However, a wrong implementation of the sin function can pass all of them:

1

-1

<latexit sha1_base64="YfUuc2TXzU0TzUgPTxNl3oQw6lU=">AAACHHicbZDLSsNAFIYn9VbrrerSTbAIrkpSpLosunFZwV6gCWUymbRDJ5M4cyLEkOdwJ/ou7sSt4Ku4ctpmYVsPDPz8/zlzZj4v5kyBZX0bpbX1jc2t8nZlZ3dv/6B6eNRVUSIJ7ZCIR7LvYUU5E7QDDDjtx5Li0OO0501upnnvkUrFInEPaUzdEI8ECxjBoC3XCSQmmROzPGvkw2rNqluzMleFXYgaKqo9rP44fkSSkAogHCs1sK0Y3AxLYITTvOIkisaYTPCIDrQUOKTKzWaPzs0z7fhmEEl9BJgz9+9EhkOl0tDTnSGGsVrOpua/mYIQy1T6S/shuHIzJuIEqCDz9UHCTYjMKRfTZ5IS4KkWmEimf2CSMdZ0QNNbuB/Y5CmvaFj2MppV0W3U7Wa9eXdRa10X2MroBJ2ic2SjS9RCt6iNOoigB/SMXtGb8WK8Gx/G57y1ZBQzx2ihjK9f+bSjbA==</latexit>⇡

2

<latexit sha1_base64="XkeS8xFQxQYWS4qfSUtOf6pBJos=">AAACHXicbZC7TsMwFIYdrqXcCowsERUSU5UUVBgrWBiLRC9SEyrHcVqrjhPZJ0ghynuwIXgXNsSKeBUm3DYDbTmSpV//f46P/XkxZwos69tYWV1b39gsbZW3d3b39isHhx0VJZLQNol4JHseVpQzQdvAgNNeLCkOPU673vhmkncfqVQsEveQxtQN8VCwgBEM2npwAolJdu7ELM/q+aBStWrWtMxlYReiiopqDSo/jh+RJKQCCMdK9W0rBjfDEhjhNC87iaIxJmM8pH0tBQ6pcrPpq3PzVDu+GURSHwHm1P07keFQqTT0dGeIYaQWs4n5b6YgxDKV/sJ+CK7cjIk4ASrIbH2QcBMicwLG9JmkBHiqBSaS6R+YZIQ1HtD45u4HNn7KyxqWvYhmWXTqNbtRa9xdVJvXBbYSOkYn6AzZ6BI10S1qoTYiSKJn9IrejBfj3fgwPmetK0Yxc4Tmyvj6BXgDo6k=</latexit>

3⇡

2

<latexit sha1_base64="7MhIdrOZKufuoLVZ/agspAA7azg=">AAACEnicbVDLSgMxFM34rPVVdekmWARXZUakuiy6cVnRPqAdSiaTtqFJZkjuCOPQT3An+i/uxK0/4K+4Mm1nYVsPXDicc29u7gliwQ247rezsrq2vrFZ2Cpu7+zu7ZcODpsmSjRlDRqJSLcDYpjgijWAg2DtWDMiA8Fawehm4rcemTY8Ug+QxsyXZKB4n1MCVrrvxrxXKrsVdwq8TLyclFGOeq/00w0jmkimgApiTMdzY/AzooFTwcbFbmJYTOiIDFjHUkUkM342/eoYn1olxP1I21KAp+rfiYxIY1IZ2E5JYGgWvYn4r2dAEp3qcGE/9K/8jKs4AabobH0/ERgiPEkDh1wzCiK1hFDN7QWYDokmFGxmc+8DHz2NizYsbzGaZdI8r3jVSvXuoly7zmMroGN0gs6Qhy5RDd2iOmogigboGb2iN+fFeXc+nM9Z64qTzxyhOThfv4xTnu4=</latexit>⇡

<latexit sha1_base64="tednn5SRafghaC8bnblCj/drrBo=">AAACE3icbVDLSsNAFJ34rPVVdekmWARXJSlSXRbduKxgH9CGMplM2qEzkzBzI8TQX3An+i/uxK0f4K+4ctJmYVsPXDicc+/cucePOdPgON/W2vrG5tZ2aae8u7d/cFg5Ou7oKFGEtknEI9XzsaacSdoGBpz2YkWx8Dnt+pPb3O8+UqVZJB8gjakn8EiykBEMuVQfxGxYqTo1ZwZ7lbgFqaICrWHlZxBEJBFUAuFY677rxOBlWAEjnE7Lg0TTGJMJHtG+oRILqr1s9tepfW6UwA4jZUqCPVP/TmRYaJ0K33QKDGO97OXiv54GgVWqgqX9EF57GZNxAlSS+fow4TZEdh6HHTBFCfDUEEwUMxfYZIwVJmBCW3gf2ORpWjZhucvRrJJOveY2ao37y2rzpoithE7RGbpALrpCTXSHWqiNCBqjZ/SK3qwX6936sD7nrWtWMXOCFmB9/QIFoJ8q</latexit>

2⇡

Let’s utilize a domain knowledge to test the sin function:
• sin(x) = sin(π − x)
• sin(x) = − sin(x + π)
• sin2(x) + sin2(x + π

2 ) = 1
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Metamorphic Relationship

Definition (Metamorphic Relationship)
A program p : X → Y has a metamorphic relationship f : X → X with
a relation R ⊆ Y × Y if and only if:

∀x ∈ X . (p(x), p ◦ f (x)) ∈ R

For example, the sin function has the following metamorphic relationships:

f Relationship R

f (x) = π − x sin(x) = sin(π − x)

f (x) = x + π sin(x) = − sin(x + π)

f (x) = x + π
2 sin2(x) + sin2(x + π

2 ) = 1
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Metamorphic Testing

• Metamorphic Testing is a testing technique that is based on the
metamorphic relationships of the program.

• However, manual identification of metamorphic relationships is labor
intensive and error-prone.

• Can we automatically learn metamorphic relationships?
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Examples: SMT Solvers
D. Winterer, C. Zhang, and Z. Su. Validating SMT Solvers via Semantic
Fusion, PLDI 2020.

PLDI ’20, June 15–20, 2020, London, UK Dominik Winterer, Chengyu Zhang, and Zhendong Su

�1 = x > 0 ^ x > 1
�2 = � < 0 ^ � < 1
�concat = (x > 0 ^ x > 1) ^ ( � < 0 ^ � < 1)
�fused = (x > 0 ^ z � � > 1) ^ ( z � x < 0 ^ � < 1)

Figure 1. Semantic Fusion on two satis�able formulas�1 and
�2. Variable z realizes the fusion function z = x + �. Shaded:
randomly chosen occurrences of x and � to be replaced by
variable inversion terms: z � � for x and z � x for �.

� = z � x . From these two equations, we obtain two inver-
sion functions rx (�, z) = z � � and r� (x, z) = z � x . Next, we
replace the highlighted occurrences of x and � by the cor-
responding inversion functions rx (�, z) and r� (x, z), which
results in formula �fused . By construction, the formula �fused
is also satis�able. We feed �fused to the SMT solver under
test and observe the result. If the result is unsat, we have
detected a (soundness) bug in the SMT solver under test.

Bug Hunting with YinYang. We have engineered a prac-
tical realization of Semantic Fusion, which we call YinYang.
During only four months of testing, we have used YinYang
to �nd and report 57 bugs in the default arithmetic and string
solvers of Z3 and CVC4. Out of these, 45 were con�rmed and
41 were �xed by the developers. We have found 29 bugs that
expose soundness issues, the most critical type of bugs in
SMT solvers. YinYang found 24 such soundness bugs in Z3
in multiple logics. It found more than 2/3 of all soundness
bugs in the nonlinear logic in Z3 since 2015, and around 1/3
of all soundness bugs in its string logics. In CVC4, YinYang
detected 5 soundness bugs; 4 were labeled “major” by the
CVC4 developers — there were only 9 other such bugs in
CVC4’s bug tracker. To the best of our knowledge, none of
the previous approaches has ever found a soundness bug in
CVC4. The SMT solver developers appreciated our testing
e�ort and bug reports, and speci�cally commented "great
�nd!", "excellent �nd!", "nice catch!", etc.

Main Contributions.
• We introduce Semantic Fusion, a novel, general, prin-

cipled methodology for stress-testing SMT solvers;
• Based on the Semantic Fusion methodology, we design

and develop the �rst highly e�ective tool, YinYang, for
SMT solver validation — the tool is customizable and
conveniently supports various SMT theories;

• We conduct a four-month extensive testing of Z3 and
CVC4 using YinYang to demonstrate its e�ectiveness —
we have found and reported a total of 57 bugs with 45
con�rmed and 41 �xed in their default arithmetic and
string solvers, the largest and most successful testing
campaign against modern SMT solvers; and

• We present several in-depth evaluations to understand
YinYang’s e�ectiveness in terms of improved code cov-
erage and with respect to a survey of the historic bugs
in the SMT solvers Z3 and CVC4.

; phi1

(declare-fun x () Int)

(declare-fun w () Bool)

(assert (= x (- 1)))

(assert (= w (= x (- 1))))

(assert w)

; phi2

(declare-fun y () Int)

(declare-fun v () Bool)

(assert (= v (not (= y (- 1)))))

(assert (ite v false (= y (- 1))))

Figure 2. Formulas�1 and�2 in the SMT-LIB format. Shaded:
variables to be replaced by inversion function terms.

Paper Organization. The rest of the paper is structured
as follows. Section 2 illustrates the high-level idea behind
Semantic Fusion via two examples. Section 3 formalizes our
Semantic Fusion approach and describes the implementation
of YinYang. Next, we give details on our extensive evaluation
(Section 4) and show sampled bugs to highlight the diverse
types of bugs that YinYang can �nd (Section 4.3). Finally, we
survey related work (Section 5) and conclude (Section 6).

2 Illustrative Examples
This section illustrates two instantiations of Semantic Fusion:
(1) SAT fusion fuses a pair of satis�able formulas into a satis-
�able formula, and, similarly, (2) UNSAT fusion fuses a pair
of unsatis�able formulas into an unsatis�able formula.

SMT-LIB Language. The SMT-LIB language is the cur-
rent standard input language for SMT solvers [4]. We fo-
cus on the following statements of the SMT-LIB language:
declare-fun, declare-const, define-fun, assert, check-sat.
Variables are declared as zero-valued functions. For example,
the statement "(declare-fun a () Real)" declares a variable
of type real. An assert statement speci�es constraints. The
predicates within the asserts can be of mixed types, e.g., the
assert "(assert (<= (/ x 4) (* 5 x)))" includes predicates of
real and boolean types. Operations are speci�ed in the pre�x
notation. Multiple asserts can be viewed as the conjunction
of the constraints in each individual assert statement. The
check-sat statement queries the solver to decide on the sat-
is�ability of a formula. If all constraints are satis�ed, the
formula is satis�able; otherwise, the formula is unsatis�able.

2.1 SAT Fusion
SAT fusion combines two satis�able formulas into a satis�-
able formula. SAT fusion can be described by the following
steps: (1) Formula Conjunction, (2) Variable Fusion, and (3)
Variable Inversion. Consider the formulas �1 and �2 in Fig-
ure 2. The SMT-LIB code represents the following formulas:

�1 ⌘ (x = �1) ^ (w = (x = �1)) ^w
�2 ⌘ (� = (� , �1)) ^ (� ! false) ^ (¬� ! (� = �1))

719

1 Formula Concatenation – Concatenate two formulas ϕ1 and ϕ2
using conjunction (∧) or disjunction (∨).

2 Variable Fusion – Create fresh variables to connect the variable sets
of ϕ1 and ϕ2 using fusion functions.

3 Variable Inversion – Substitute some occurrences of the chosen
variables in ϕ1 and ϕ2 using inversion functions.
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Examples: SMT Solvers
D. Winterer, C. Zhang, and Z. Su. Validating SMT Solvers via Semantic
Fusion, PLDI 2020.Validating SMT Solvers via Semantic Fusion PLDI ’20, June 15–20, 2020, London, UK

Type Fusion Function Variable Inversion Functions

rx r�

Int x + �
x + c + �
x ⇤ �
c1 ⇤ x + c2 ⇤ � + c3

z � �
z � c � �
z di� �
(z � c2 ⇤ � � c3) di� c1

z � x
z � c � x
z di� x
(z � c1 ⇤ x � c3) di� c2

Real x + �
x + c + �
x ⇤ �
c1 ⇤ x + c2 ⇤ � + c3

z � �
z � c � �
z/�
(z � c2 ⇤ � � c3)/c1

z � x
z � c � x
z/x
(z � c1 ⇤ x � c3)/c2

String x str++ �
x str++ �
x str++ c str++ �

str .substr z 0 (str .len x)
str .substr z 0 (str .len x)
str .substr z 0 (str .len x)

str .substr z (str .len x) (str .len �)
str .replace z x ""
str .replace (str .replace z x "") c ""

Figure 6. Variable fusion functions with their corresponding variable inversion functions categorized by types Int, Real and
String. The coe�cients c1, · · · , c3 are randomly chosen, and di� denotes integer division.

the assumption, i.e., the unsatis�ability of �1. The case for
�2[r� (x, z)/�]R ^ z = f (x,�) is symmetric. ⇤

Proposition 2 enables us to fuse two unsatis�able formu-
las into an unsatis�able formula and complements Proposi-
tion 1. We could also apply fusion to mixed formula pairs,
i.e., when �1 is satis�able and �2 is unsatis�able. We can
use �1[rx (�, z)/x] _ �2[r� (x, z)/�] for a satis�able fused for-
mula and �1[rx (x, z)/x] ^ �2[r� (x, z)/�] ^ z = �(x,�) for an
unsatis�able fused formula.

3.3 Fusion and Inversion Functions
We now give exemplary fusion and inversion functions (see
Figure 6) and explain the intuitions behind them. Let us
consider the Int and Real categories. The �rst two fusion
and inversion functions in these categories are based on
addition/subtraction and multiplication/division. When di-
vision and multiplication of variables are used as function
and inversion functions, a formula in linear logic might be-
come non-linear. This is because we replace free variables
occurrences by variable inversion functions that include the
division operator. Another inversion function for real and
integer arithmetic is c1 ⇤ x + c2 ⇤ � + c3. The intuition be-
hind c1 ⇤ x + c2 ⇤� + c3 is to synthesize arbitrary polynomial
combinations of the variables x and � since c1, · · · , c3 are
random coe�cients. Let us consider Strings next. In the �rst
row of the String category, we de�ne z as the concatenation
of the two strings x and �. Say x = "foo" and � = "bar", then
z = x str++ � = "foobar". We retrieve x by the substring
of z from 0 to |x |, for � the substring from |� | to the end of
z. Another way to retrieve � is to use the replace function
instead of substring. The expression str .replace z x "" denotes
the replacement of the �rst occurence of x in z by the empty
string "", which results in "bar".

In addition, we can insert a random string c into x str++ �
by x str++ c str++ � to make the fusion function more com-
plex, and then retrieve � by replacing x and c with "" sequen-
tially. We emphasize that Semantic Fusion is not restricted
to these fusion and inversion functions of Figure 6. A richer
set of fusion and inversion functions can be designed based
on the generic De�nitions 1 and 2.

3.4 YinYang
Based on Semantic Fusion, we have designed and engineered
the bug detection tool YinYang to stress-test SMT solvers.

Algorithm. Algorithm 1 presents a parameterized algo-
rithm of YinYang. The main procedure takes the oracle of
the seed formulas o 2 {sat, unsat}, SMT solver under test
S , and a set of seed formulas Φo as input. Each of the seeds
in Φo has the same satis�ability as the oracle o (either all
sat or all unsat). The sets of incorrects and crashes are sets
for collecting soundness and crash bugs, respectively, and
are both initialized to the empty set. The while loop body is
executed until a termination criterion is met, e.g., a timeout
or an interrupt by the user (Line 3). We �rst randomly choose
two formulas �1,�2 from Φo and pass them to the fuse func-
tion together with the oracle o. The fuse function returns
the fused formula �fused (Line 6). Then, we check whether
the SMT solver S has crashed on solving �fused . If so, we have
found a crash bug and will add �fused to crashes. Otherwise, if
S does not crash, we check whether S(�fused) is inconsistent
with the oracle o (Line 9). If so, we have observed a soundness
issue and will add �fused to the set incorrects.

Algorithm 2 presents the implementation of the fuse
function. It takes two seed formulas �1 and �2 as input
and retrieves the sets of their free variables vars(�1) and
vars(�2), respectively. Then, we create random tripletsT , for
(z, x,�) 2 T where x 2 vars(�1) and � 2 vars(�2), and z

722

Above fusion functions and inversion functions are used to generate the
metamorphic transformations to test the SMT solvers.
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Examples: Datalog Engines
M. N. Mansur, M. Christakis, and V. Wüstholz. Metamorphic Testing of
Datalog Engines, ESEC/FSE 2021.

ESEC/FSE ’21, August 23–28, 2021, Athens, Greece Muhammad Numair Mansur, Maria Christakis, and Valentin Wüstholz
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(a) Containment mapping \ from &1 to &2.

&1 p(X) :- a(X,Y), a(Y,W), a(Z,W).

&2 p(X) :- a(X,Y), a(Y,X).

&1 p(X) :- a(X,Y), a(Y,W), a(Z,W).

\✓

(b) Mapping of head and subgoals induced by \ .

Figure 6: Containment mapping \ from &1 to &2 induces a
mapping of subgoals. No mapping exists from &2 to &1.

In words, a containment mapping maps variables of &2 to variables
of &1 such that

(1) the head of &2 becomes the head of &1, and
(2) each subgoal of &2 becomes some subgoal of &1.

T������ 1. Let&1 and&2 be conjunctive queries.&2 is contained
in &1 (&2 ✓ &1) i� there exists a containment mapping from &1 to
&2.

As an example, consider the two CQs below (in Datalog syntax):

p(X) :- a(X,Y), a(Y,W), a(Z,W). // Q1

p(X) :- a(X,Y), a(Y,X). // Q2

&2 is contained in&1 (&2 ✓ &1) because there exists a containment
mapping \ from &1 to &2 (shown using solid arrows in Fig. 6a;
dotted arrows should be ignored for now). This is indeed a contain-
ment mapping because the head of &1 is the head of &2 and each
subgoal of &1 becomes a subgoal of &2 (shown using solid arrows
in Fig. 6b). On the other hand, &1 is not contained in &2 (&1 * &2)
because there does not exist a containment mapping from &2 to
&1, shown with dotted arrows in the �gure. If X and Y are mapped
to themselves (see Fig. 6a), then the head and �rst subgoal of &2
become the head and �rst subgoal of &1, but the second subgoal of
&2 cannot become any subgoal of&1 (see Fig. 6b; red dotted arrows
denote invalid subgoal mappings).

4 METAMORPHIC TRANSFORMATIONS
Using the equivalence and containment properties of CQs, we now
present their metamorphic transformations. Note that, in this sec-
tion, we keep the presentation simple by describing a single trans-
formation to a single conjunctive query. In practice however, our
approach can perform sequences of transformations to multiple,
more general queries (see Sects. 4.4 and 5 for more details).

Since any conjunctive query may be expressed as a Datalog rule,
we refer to CQs as rules in the following. Our metamorphic rule
transformations are categorized into three types:
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(a) Containment mapping\ from& to&0 and map-
ping f from &0 to & .

& p(X) :- a(X,Y), a(Y,X).

& 0 p(X) :- a(X,Y), a(Y,X), a(Z,X).

& p(X) :- a(X,Y), a(Y,X).

\

f

✓
✓

(b) Mapping of head and subgoals induced by \ and f .

Figure 7: Example of A��E� transformation.

Addition (A��): Rule & is transformed into A��(&) = & 0 by
adding a subgoal.

Modi�cation (M��): Rule & is transformed into M��(&) =
& 0 by modifying a variable.

Removal (R��): Rule & is transformed into R��(&) = & 0 by
removing a subgoal.

Each of these transformation types may result in any of the
following three outcomes:

Expansion (E��): Original rule& is contained in transformed
rule & 0, i.e., & ✓ & 0.

Equivalence (E�): Original rule & is equivalent to trans-
formed rule & 0, i.e., & ⌘ & 0.

Contraction (C��): Transformed rule& 0 is contained in orig-
inal rule & , i.e., & 0 ✓ & .

We refer to these outcomes as oracles.
Based on the above, a rule transformation combines a transfor-

mation type with an oracle. For instance, A��C�� refers to adding
a subgoal to a rule & such that the resulting rule & 0 is contained in
& . Next, we describe these transformations in detail.

4.1 A�� Transformations
The A�� transformations add a subgoal '(E1, . . . , E=) to a rule & ,
where E1, . . . , E= are variables—we ignore constants for simplicity.

A��E��. The A��E�� transformation ensures that & is con-
tained in the resulting rule & 0, i.e., & ✓ & 0. However, note that it is
not possible to obtain a & 0 such that & ⇢ & 0 by adding a subgoal.
The reason is that, when adding a subgoal to & , there is always a
containment mapping from & to & 0, i.e., & 0 ✓ & . This is because
the head of & is the head of & 0, and each subgoal of & is in & 0.
Consequently, even if there existed a containment mapping in the
desirable direction, i.e., & ✓ & 0, then the two queries would be
equivalent, a case that is already covered by A��E�.

A��E�. Given that a containment mapping from & to & 0 al-
ways exists, the A��E� transformation guarantees that & ⌘ & 0
by ensuring there also exists a containment mapping from & 0 to & .
Intuitively, A��E� adds a new subgoal to & while avoiding intro-
ducing new joins among the existing subgoals, thus preserving the
original result. To ensure the existence of a containment mapping
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mapping of subgoals. No mapping exists from &2 to &1.

In words, a containment mapping maps variables of &2 to variables
of &1 such that

(1) the head of &2 becomes the head of &1, and
(2) each subgoal of &2 becomes some subgoal of &1.

T������ 1. Let&1 and&2 be conjunctive queries.&2 is contained
in &1 (&2 ✓ &1) i� there exists a containment mapping from &1 to
&2.

As an example, consider the two CQs below (in Datalog syntax):

p(X) :- a(X,Y), a(Y,W), a(Z,W). // Q1

p(X) :- a(X,Y), a(Y,X). // Q2

&2 is contained in&1 (&2 ✓ &1) because there exists a containment
mapping \ from &1 to &2 (shown using solid arrows in Fig. 6a;
dotted arrows should be ignored for now). This is indeed a contain-
ment mapping because the head of &1 is the head of &2 and each
subgoal of &1 becomes a subgoal of &2 (shown using solid arrows
in Fig. 6b). On the other hand, &1 is not contained in &2 (&1 * &2)
because there does not exist a containment mapping from &2 to
&1, shown with dotted arrows in the �gure. If X and Y are mapped
to themselves (see Fig. 6a), then the head and �rst subgoal of &2
become the head and �rst subgoal of &1, but the second subgoal of
&2 cannot become any subgoal of&1 (see Fig. 6b; red dotted arrows
denote invalid subgoal mappings).

4 METAMORPHIC TRANSFORMATIONS
Using the equivalence and containment properties of CQs, we now
present their metamorphic transformations. Note that, in this sec-
tion, we keep the presentation simple by describing a single trans-
formation to a single conjunctive query. In practice however, our
approach can perform sequences of transformations to multiple,
more general queries (see Sects. 4.4 and 5 for more details).

Since any conjunctive query may be expressed as a Datalog rule,
we refer to CQs as rules in the following. Our metamorphic rule
transformations are categorized into three types:
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Figure 7: Example of A��E� transformation.

Addition (A��): Rule & is transformed into A��(&) = & 0 by
adding a subgoal.

Modi�cation (M��): Rule & is transformed into M��(&) =
& 0 by modifying a variable.

Removal (R��): Rule & is transformed into R��(&) = & 0 by
removing a subgoal.

Each of these transformation types may result in any of the
following three outcomes:

Expansion (E��): Original rule& is contained in transformed
rule & 0, i.e., & ✓ & 0.

Equivalence (E�): Original rule & is equivalent to trans-
formed rule & 0, i.e., & ⌘ & 0.

Contraction (C��): Transformed rule& 0 is contained in orig-
inal rule & , i.e., & 0 ✓ & .

We refer to these outcomes as oracles.
Based on the above, a rule transformation combines a transfor-

mation type with an oracle. For instance, A��C�� refers to adding
a subgoal to a rule & such that the resulting rule & 0 is contained in
& . Next, we describe these transformations in detail.

4.1 A�� Transformations
The A�� transformations add a subgoal '(E1, . . . , E=) to a rule & ,
where E1, . . . , E= are variables—we ignore constants for simplicity.

A��E��. The A��E�� transformation ensures that & is con-
tained in the resulting rule & 0, i.e., & ✓ & 0. However, note that it is
not possible to obtain a & 0 such that & ⇢ & 0 by adding a subgoal.
The reason is that, when adding a subgoal to & , there is always a
containment mapping from & to & 0, i.e., & 0 ✓ & . This is because
the head of & is the head of & 0, and each subgoal of & is in & 0.
Consequently, even if there existed a containment mapping in the
desirable direction, i.e., & ✓ & 0, then the two queries would be
equivalent, a case that is already covered by A��E�.

A��E�. Given that a containment mapping from & to & 0 al-
ways exists, the A��E� transformation guarantees that & ⌘ & 0
by ensuring there also exists a containment mapping from & 0 to & .
Intuitively, A��E� adds a new subgoal to & while avoiding intro-
ducing new joins among the existing subgoals, thus preserving the
original result. To ensure the existence of a containment mapping
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Metamorphic transformation for Datalog engines using containment
mapping (e.g., AddEqu – addition (Add) for equivalence (Equ)).
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Examples: Web Browser Debugger
S. Tolksdorf, D. Lehmann, and M. Pradel. Interactive Metamorphic
Testing of Debuggers, ISSTA 2019.

It defines the metamorphic transformations for the 1) debugger
actions and 2) input programs to test the web browser debugger.

ISSTA ’19, July 15–19, 2019, Beijing, China Sandro Tolksdorf, Daniel Lehmann, and Michael Pradel

5.1 Experimental Setup
We apply our tool to a total of 47,342 JavaScript �les. The vast
majority of them is from the test262 ECMAScript test suite3, which
contains thousands of short code snippets that test individual fea-
tures of JavaScript. We create multiple variants of the �les in the
test suite by running them in strict and non-strict mode, and by
concatenating multiple �les into larger test cases. In addition, we
also use �les from the Sunspider and Octane benchmark suites4

and a set of JavaScript code puzzles from a university course. For
all �les, we automatically replace non-deterministic API calls, e.g.,
to Date.now(), with deterministic code, to make our results repro-
ducible and to avoid spurious warnings.

Given the total of 47,342 JavaScript �les, we create an initial
sequence of debugging actions with DBDB, an existing approach
for automated debugger testing [19]. Each of these initial test cases
is executed twice, each time creating and executing a metamorphic
test, which yields a total of 94,684 test executions. We ignore a small
subset of these executions because they failed or reported incorrect
results due to bugs in our implementation.

We apply our tool to �nd bugs in the JavaScript debugger of the
widely used Chromium web browser. Unless otherwise noted in our
bug reports, all experiments use version 70.0.3538.102 of Chromium.
The experiments are conduced on two standard computers, an AMD
Phenom II 945 with 3GHz CPU and 8GB of RAM, and an Intel i7
CPU with 4.6GHz and 16GB of RAM. On these computers, we run
16 Debian-based virtual machines to parallelize our experiments.

5.2 E�ectiveness at Detecting Bugs
While generating and executing 94,684 metamorphic debugger tests,
our tool reports a total of 59 warnings. For each of them, the traces
obtained from the original and the transformed inputs are not in
the expected output relation. We manually inspected and classi�ed
them into true positives and false positives. A true positive is a vio-
lation of the equivalence relation that indeed points to a bug in the
tested debugger. We �nd 30 of the 59 warnings to be true positives.
The remaining 29 warnings are false positives, i.e., the result of
violating an assumption we make when designing the metamorphic
relations. Typically, such violations are due to corner-cases of the
JavaScript language. Sections 5.2.1 and 5.2.2 give examples of both
kinds of warnings. Overall, we believe a true positive rate of 51% is
acceptable for automatically detecting bugs in a tool (debuggers)
that is both di�cult to test and important for many developers.
Re�ning the metamorphic relations to avoid speci�c corner-cases
of JavaScript could further increase the true positive rate.

Through manual inspection, we identify a set of unique root
causes for the reported warnings. In the process of our evaluation,
we reported nine unique root causes as bugs to the Chromium
developers. Table 3 lists the bug reports, along with their status as
of June 1, 2019. Eight reports are currently “Assigned” to a developer,
which, as per the Chromium bug reporting guidelines5, means a
developer has inspected our report and con�rmed it as a bug. One
of the reported bugs is marked as release-blocking. Another one
of the reported bugs, which is about changed program behavior

3https://github.com/tc39/test262/
4https://webkit.org/perf/sunspider/sunspider.html, https://chromium.github.io/octane/
5https://www.chromium.org/for-testers/bug-reporting-guidelines

Table 3: Bugs reported to the Chromium developers.

Issue ID Description Status
862978 Cannot set breakpoint Assigned
889481 Debugger does not pause Assigned
892622 Debugger does not pause Assigned,

release-blocking
892653 Pauses at location without breakpoint Assigned
901811 Missing variable in scope Assigned
901814 Step-in does not enter function Assigned
901816 Missing variable in scope Assigned
901819 Debugger does not pause Assigned
908054 Debugging changes program behavior Won’t �x

1 // Original input:
2 var a = 5; // (i) pauses --> continue
3 var slideOverMe;
4 var C = class{};// (ii) pauses --> continue
5 var b = 42; //(iii) pauses --> continue

1 // Transformed input:
2 var a = 5; // (i) pauses --> continue
3 var slideOverMe;
4 var C = class{};// (no pausing)
5 var b = 42; // (ii) pauses

Figure 12: Bug that causes the debugger to not pause at a
breakpoint.

caused by debugging, has been marked as “Won’t �x”. Overall, our
experience reporting these bugs shows that our approach detects
relevant problems in complex, real-world software.

5.2.1 Examples of Detected Bugs.

Debugger does not pause at breakpoint. The following bug has
been reported as issue 889481. Figure 12 shows two JavaScript
code snippets along with their breakpoints. In the code on the top,
our tool sets three breakpoints at lines 2, 3, and 5, respectively.
Because the second breakpoint is on a variable declaration only, the
debugger slides it to line 4. When running the code, the debugger
pauses at all three breakpoints and moves on to the next breakpoint
when triggering the continue action. The code at the bottom is
the same, but the debugging actions di�er. Instead of setting a
breakpoint at line 3, which anyway slides to line 4, our tool now
sets the breakpoint directly at line 4. This supposedly harmless
di�erence causes the debugger to miss the breakpoint during the
execution. After pausing at line 2 and continuing the execution, the
debugger skips line 4 and only pauses again at line 5.

Such misbehavior is very misleading for developers because it
seems that a statement is not executed even though the underlying
JavaScript engine executes it. Our approach detects this bug by
applying two transformations in a row. In the �rst transformation,
it adds a breakpoint and a continue at line 3. In the second transfor-
mation, it eliminates breakpoint sliding by setting the breakpoint
directly at line 4 instead of line 3. The two code examples in Fig-
ure 12 shows the code before and after the second transformation.

280

In the upper case, a breakpoint is originally set at line 3, but debugger
slides it to line 4. In the lower case, a breakpoint is directly set at line 4.
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Examples: Compilers
V. Le, M. Afshari, and Z. Su. Compiler Validation via Equivalence Modulo
Inputs, PLDI 2014.

b (for instance, increasing b before the assignment to e). The
expression “2147483647 - b” was thus determined not to be a
loop invariant and was not hoisted outside the inner loops. The
program ran as expected. On the other hand, since the innermost loop
was not executed, Orion could freely modify its body. It generated
some variants in which all statements mutating b were removed.
As explained earlier, in these variants, the expression became loop
invariant, and thus was hoisted out of the loop, which effectively
triggered the bug. The original program is quite complex, having
2,985 LOC; the EMI variant that exposed the bug has 2,015 LOC.

The two examples demonstrate that bugs can appear in both
small, and large, complex code bases, potentially resulting in hard-
to-detect errors, crashes, or security exploits, even in entirely cor-
rect, even verified, programs. They also highlight the difficulty of
correctly optimizing code. Not only each optimization pass can
introduce bugs directly, the interactions among different optimiza-
tions can also lead to latent bugs. EMI, being an end-to-end testing
methodology, detects bugs that occur across optimization passes, as
well as those that occur within an individual pass.

3. EMI and Orion’s Implementation
This section introduces equivalence modulo inputs (EMI) and
describes our realization of Orion.

3.1 Definitions and High-Level Approach
The concept of equivalence modulo inputs (EMI) that we have
outlined in Section 1 is simple and intuitive. The main goal of this
subsection is to provide more detailed and precise definitions.

Rather than formalizing EMI for a concrete programming lan-
guage, we operate on a generic programming language L with
deterministic3 semantics J·K, i.e., repeated executions of a program
P 2 L on the same input i always yield the same result JPK(i).

3.1.1 Equivalence Modulo Inputs
Two programs P,Q 2 L are equivalent modulo inputs (EMI) w.r.t.
an input set I common to P and Q (i.e., I ✓ dom(P)\dom(Q)) iff

8i 2 I JPK(i) = JQK(i).
We use JPK =I JQK to denote that P and Q are EMI w.r.t. input set I.

For the degenerate case where P and Q do not take inputs (i.e.,
they are closed programs), EMI reduces to semantic equivalence:

JPK = JQK.
Or more precisely, P and Q are EMI w.r.t. the input set {void},
where void denotes the usual “no argument”:

JPK(void) = JQK(void).
For example, the GCC test 931004-11.c and the output code from
Orion shown respectively in Figures 1a and 1b are EMI (w.r.t.
I = {void}).

Given a program P 2 L , any input set I ✓ dom(P) naturally
induces a collection of programs Q 2 L that are EMI (w.r.t. I) to P.
We call this collection P’s EMI variants.

Definition 3.1 (EMI Variants). A program P’s EMI variants w.r.t.
an input set I is given by:

{Q 2 L | JPK =I JQK}.

It is clear that EMI is a relaxed notion of semantic equivalence:

JPK = JQK =) JPK =I JQK.
3 Note that we may also force a non-deterministic language to assume
deterministic behavior.

3.1.2 Differential Testing with EMI Variants
At this point, it may not be clear yet what benefits our relaxed notion
of equivalence can provide, which we explain next.

Differential Testing: An Alternative View Our goal is to differen-
tially test [16] compilers. The traditional view of differential testing
is simple: If two programs (in our setting, compilers or compiler
versions) “act differently” on some input (i.e. source programs),
we have found a bug in one of the compilers (maybe also in both).
This is, for example, the view taken by Csmith [28] (assuming that
the input programs are well-behaving, e.g., they do not exhibit any
undefined behavior).

We adopt an alternative view: If an oracle can generate a program
P’s semantic equivalent variants, these variants can stress-test any
compiler Comp by checking whether Comp produces equivalent
code for these variants. This view is attractive because we can (1)
operate on existing code (or randomly generated, but valid code),
and (2) check a single compiler in isolation (e.g. where competing
compilers do not exist). However, we face two difficult challenges:
(1) How to generate semantic equivalent variants? and (2) How
to check equivalence of the produced code? Both have been long-
standing challenges in software analysis and verification.

The “Profile and Mutate” Strategy Our key insight is that EMI
provides a practical mechanism to realize our alternative view
for differential testing of compilers. Indeed, by relaxing semantic
equivalence w.r.t. an input set I, we reduce the second challenge to
the simple task of testing against I. As for the first challenge, note
that P’s executions on I yield a static slice of P and unexecuted “dead
code”. One may freely mutate the “dead code” without changing
P’s semantics on I, thus providing a potentially enormous number
of EMI variants to help stress-test compilers.

Once the EMI variants are generated, testing is straightforward.
Let Q = {Q1, . . . ,Qk} be a set of P’s EMI variants w.r.t. I. For each
Qi 2 Q, we verify the following:

8i 2 I Comp(Qi)(i) = Comp(P)(i).

Any deviant behavior indicates a miscompilation.
So far, we have not specified how to “mutate” the unexecuted

“dead code” w.r.t. I. Obvious mutations include pruning, insertion, or
modification. Our implementation, which we describe next, focuses
on pruning, and we show in evaluation that even such a simple
realization is extremely effective — it has detected 147 unique bugs
for GCC and LLVM alone in under a year. We leave as future work
to explore other mutation strategies.

3.2 Implementation of Orion
We now describe Orion, our practical realization of the EMI concept
targeting C compilers via the “profile and prune” strategy. At a high
level, Orion operates on a program’s abstract syntax tree (AST)
and contains two key steps: (1) extracting coverage information
(Section 3.2.1), and (2) generating EMI variants (Section 3.2.2).

One challenge for testing C compilers is to avoid programs with
undefined behavior because the C standard allows a compiler to do
anything with such programs. For example, one major, painstaking
contribution of Csmith is to generate valid test programs most of the
time. In this regard, Orion has a strong advantage. Indeed, the EMI
variants generated by Orion do not exhibit any undefined behavior
if the original program has no undefined behavior (since only dead
code is pruned from the original program). This advantage of Orion
helps to easily generate many valid variants from a single valid seed
program.

Algorithm 1 describes Orion’s main process. As its first step,
Orion profiles the test program P’s execution on the input set I to
collect (1) coverage information and (2) the expected output on each
input value i 2 I (lines 2–3). It then generates P’s EMI variants w.r.t.
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It measures the code coverage for given inputs and generates variants of
the program by randomly pruning the unexecuted statements.

def prune_visit(prog, statement, coverage_set):
if statement not in coverage_set and flip_coin(statement):

prog.delete(statement)
else for child in statement.children:

prune_visit(prog, child, coverage_set)
def gen_variant(prog, coverage_set):

emi_variant = clone(prog)
for statement in emi_variant:

prune_visit(emi_variant, statement, coverage_set)
return emi_variant
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Examples: Compilers
struct tiny { char c; char d; char e; };
f(int n, struct tiny x, struct tiny y, struct tiny z, long l) {

if (x.c != 10) abort(); if (x.d != 20) abort(); if (x.e != 30) abort();
if (y.c != 11) abort(); if (y.d != 21) abort(); if (y.e != 31) abort();
if (z.c != 12) abort(); if (z.d != 22) abort(); if (z.e != 32) abort();
if (l != 123) abort(); }

main() {
struct tiny x[3]; x[0].c = 10; x[1].c = 11; x[2].c = 12; x[0].d = 20;
x[1].d = 21; x[2].d = 22; x[0].e = 30; x[1].e = 31; x[2].e = 32;
f(3, x[0], x[1], x[2], (long)123); exit(0); }

struct tiny { char c; char d; char e; };
f(int n, struct tiny x, struct tiny y, struct tiny z, long l) {

if (x.c != 10) /* X */; if (x.d != 20) abort(); if (x.e != 30) /* X */;
if (y.c != 11) abort(); if (y.d != 21) abort(); if (y.e != 31) /* X */;
if (z.c != 12) abort(); if (z.d != 22) /* X */; if (z.e != 32) abort();
if (l != 123) /* X */; }

main() {
struct tiny x[3]; x[0].c = 10; x[1].c = 11; x[2].c = 12; x[0].d = 20;
x[1].d = 21; x[2].d = 22; x[0].e = 30; x[1].e = 31; x[2].e = 32;
f(3, x[0], x[1], x[2], (long)123); exit(0); }
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Examples: Compilers
C. Sun, V. Le, and Z. Su. Finding Compiler Bugs via Live Code Mutation,
OOPSLA 2016.

b (for instance, increasing b before the assignment to e). The
expression “2147483647 - b” was thus determined not to be a
loop invariant and was not hoisted outside the inner loops. The
program ran as expected. On the other hand, since the innermost loop
was not executed, Orion could freely modify its body. It generated
some variants in which all statements mutating b were removed.
As explained earlier, in these variants, the expression became loop
invariant, and thus was hoisted out of the loop, which effectively
triggered the bug. The original program is quite complex, having
2,985 LOC; the EMI variant that exposed the bug has 2,015 LOC.

The two examples demonstrate that bugs can appear in both
small, and large, complex code bases, potentially resulting in hard-
to-detect errors, crashes, or security exploits, even in entirely cor-
rect, even verified, programs. They also highlight the difficulty of
correctly optimizing code. Not only each optimization pass can
introduce bugs directly, the interactions among different optimiza-
tions can also lead to latent bugs. EMI, being an end-to-end testing
methodology, detects bugs that occur across optimization passes, as
well as those that occur within an individual pass.

3. EMI and Orion’s Implementation
This section introduces equivalence modulo inputs (EMI) and
describes our realization of Orion.

3.1 Definitions and High-Level Approach
The concept of equivalence modulo inputs (EMI) that we have
outlined in Section 1 is simple and intuitive. The main goal of this
subsection is to provide more detailed and precise definitions.

Rather than formalizing EMI for a concrete programming lan-
guage, we operate on a generic programming language L with
deterministic3 semantics J·K, i.e., repeated executions of a program
P 2 L on the same input i always yield the same result JPK(i).

3.1.1 Equivalence Modulo Inputs
Two programs P,Q 2 L are equivalent modulo inputs (EMI) w.r.t.
an input set I common to P and Q (i.e., I ✓ dom(P)\dom(Q)) iff

8i 2 I JPK(i) = JQK(i).
We use JPK =I JQK to denote that P and Q are EMI w.r.t. input set I.

For the degenerate case where P and Q do not take inputs (i.e.,
they are closed programs), EMI reduces to semantic equivalence:

JPK = JQK.
Or more precisely, P and Q are EMI w.r.t. the input set {void},
where void denotes the usual “no argument”:

JPK(void) = JQK(void).
For example, the GCC test 931004-11.c and the output code from
Orion shown respectively in Figures 1a and 1b are EMI (w.r.t.
I = {void}).

Given a program P 2 L , any input set I ✓ dom(P) naturally
induces a collection of programs Q 2 L that are EMI (w.r.t. I) to P.
We call this collection P’s EMI variants.

Definition 3.1 (EMI Variants). A program P’s EMI variants w.r.t.
an input set I is given by:

{Q 2 L | JPK =I JQK}.

It is clear that EMI is a relaxed notion of semantic equivalence:

JPK = JQK =) JPK =I JQK.
3 Note that we may also force a non-deterministic language to assume
deterministic behavior.

3.1.2 Differential Testing with EMI Variants
At this point, it may not be clear yet what benefits our relaxed notion
of equivalence can provide, which we explain next.

Differential Testing: An Alternative View Our goal is to differen-
tially test [16] compilers. The traditional view of differential testing
is simple: If two programs (in our setting, compilers or compiler
versions) “act differently” on some input (i.e. source programs),
we have found a bug in one of the compilers (maybe also in both).
This is, for example, the view taken by Csmith [28] (assuming that
the input programs are well-behaving, e.g., they do not exhibit any
undefined behavior).

We adopt an alternative view: If an oracle can generate a program
P’s semantic equivalent variants, these variants can stress-test any
compiler Comp by checking whether Comp produces equivalent
code for these variants. This view is attractive because we can (1)
operate on existing code (or randomly generated, but valid code),
and (2) check a single compiler in isolation (e.g. where competing
compilers do not exist). However, we face two difficult challenges:
(1) How to generate semantic equivalent variants? and (2) How
to check equivalence of the produced code? Both have been long-
standing challenges in software analysis and verification.

The “Profile and Mutate” Strategy Our key insight is that EMI
provides a practical mechanism to realize our alternative view
for differential testing of compilers. Indeed, by relaxing semantic
equivalence w.r.t. an input set I, we reduce the second challenge to
the simple task of testing against I. As for the first challenge, note
that P’s executions on I yield a static slice of P and unexecuted “dead
code”. One may freely mutate the “dead code” without changing
P’s semantics on I, thus providing a potentially enormous number
of EMI variants to help stress-test compilers.

Once the EMI variants are generated, testing is straightforward.
Let Q = {Q1, . . . ,Qk} be a set of P’s EMI variants w.r.t. I. For each
Qi 2 Q, we verify the following:

8i 2 I Comp(Qi)(i) = Comp(P)(i).

Any deviant behavior indicates a miscompilation.
So far, we have not specified how to “mutate” the unexecuted

“dead code” w.r.t. I. Obvious mutations include pruning, insertion, or
modification. Our implementation, which we describe next, focuses
on pruning, and we show in evaluation that even such a simple
realization is extremely effective — it has detected 147 unique bugs
for GCC and LLVM alone in under a year. We leave as future work
to explore other mutation strategies.

3.2 Implementation of Orion
We now describe Orion, our practical realization of the EMI concept
targeting C compilers via the “profile and prune” strategy. At a high
level, Orion operates on a program’s abstract syntax tree (AST)
and contains two key steps: (1) extracting coverage information
(Section 3.2.1), and (2) generating EMI variants (Section 3.2.2).

One challenge for testing C compilers is to avoid programs with
undefined behavior because the C standard allows a compiler to do
anything with such programs. For example, one major, painstaking
contribution of Csmith is to generate valid test programs most of the
time. In this regard, Orion has a strong advantage. Indeed, the EMI
variants generated by Orion do not exhibit any undefined behavior
if the original program has no undefined behavior (since only dead
code is pruned from the original program). This advantage of Orion
helps to easily generate many valid variants from a single valid seed
program.

Algorithm 1 describes Orion’s main process. As its first step,
Orion profiles the test program P’s execution on the input set I to
collect (1) coverage information and (2) the expected output on each
input value i 2 I (lines 2–3). It then generates P’s EMI variants w.r.t.
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It defines EMI mutation operators not only for dead code but also for
live code by profiling the valuations of live variables.

• Always False Conditional Block (FCB) – Generate an if/while
statement, whose body is not empty and condition is always false.

• Always True Guard (TG) – Generate an if statement, whose
condition is always true and guard an existing executed statement.

• Always True Conditional Block (TCB) – Synthesize an if
statement, whose body has side effects but reverts them at the end.
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Examples: Deep Neural Networks

I. J. Goodfellow, J. Shlens, and C. Szegedy. Explaining and harnessing
adversarial examples, ICLR 2015.

Published as a conference paper at ICLR 2015

+ .007⇥ =

x sign(rxJ(✓, x, y))
x +

✏sign(rxJ(✓, x, y))
“panda” “nematode” “gibbon”

57.7% confidence 8.2% confidence 99.3 % confidence

Figure 1: A demonstration of fast adversarial example generation applied to GoogLeNet (Szegedy
et al., 2014a) on ImageNet. By adding an imperceptibly small vector whose elements are equal to
the sign of the elements of the gradient of the cost function with respect to the input, we can change
GoogLeNet’s classification of the image. Here our ✏ of .007 corresponds to the magnitude of the
smallest bit of an 8 bit image encoding after GoogLeNet’s conversion to real numbers.

Let ✓ be the parameters of a model, x the input to the model, y the targets associated with x (for
machine learning tasks that have targets) and J(✓, x, y) be the cost used to train the neural network.
We can linearize the cost function around the current value of ✓, obtaining an optimal max-norm
constrained pertubation of

⌘ = ✏sign (rxJ(✓, x, y)) .

We refer to this as the “fast gradient sign method” of generating adversarial examples. Note that the
required gradient can be computed efficiently using backpropagation.

We find that this method reliably causes a wide variety of models to misclassify their input. See
Fig. 1 for a demonstration on ImageNet. We find that using ✏ = .25, we cause a shallow softmax
classifier to have an error rate of 99.9% with an average confidence of 79.3% on the MNIST (?) test
set1. In the same setting, a maxout network misclassifies 89.4% of our adversarial examples with
an average confidence of 97.6%. Similarly, using ✏ = .1, we obtain an error rate of 87.15% and
an average probability of 96.6% assigned to the incorrect labels when using a convolutional maxout
network on a preprocessed version of the CIFAR-10 (Krizhevsky & Hinton, 2009) test set2. Other
simple methods of generating adversarial examples are possible. For example, we also found that
rotating x by a small angle in the direction of the gradient reliably produces adversarial examples.

The fact that these simple, cheap algorithms are able to generate misclassified examples serves as
evidence in favor of our interpretation of adversarial examples as a result of linearity. The algorithms
are also useful as a way of speeding up adversarial training or even just analysis of trained networks.

5 ADVERSARIAL TRAINING OF LINEAR MODELS VERSUS WEIGHT DECAY

Perhaps the simplest possible model we can consider is logistic regression. In this case, the fast
gradient sign method is exact. We can use this case to gain some intuition for how adversarial
examples are generated in a simple setting. See Fig. 2 for instructive images.

If we train a single model to recognize labels y 2 {�1, 1} with P (y = 1) = �
�
w>x + b

�
where

�(z) is the logistic sigmoid function, then training consists of gradient descent on

Ex,y⇠pdata⇣(�y(w>x + b))

where ⇣(z) = log (1 + exp(z)) is the softplus function. We can derive a simple analytical form for
training on the worst-case adversarial perturbation of x rather than x itself, based on gradient sign

1This is using MNIST pixel values in the interval [0, 1]. MNIST data does contain values other than 0 or
1, but the images are essentially binary. Each pixel roughly encodes “ink” or “no ink”. This justifies expecting
the classifier to be able to handle perturbations within a range of width 0.5, and indeed human observers can
read such images without difficulty.

2 See https://github.com/lisa-lab/pylearn2/tree/master/pylearn2/scripts/
papers/maxout. for the preprocessing code, which yields a standard deviation of roughly 0.5.

3

Adversarial examples are the inputs that are designed to intentionally
mislead the result of the deep neural networks.
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Examples: Deep Neural Networks

X. Huang, M. Kwiatkowska, S. Wang, and M. Wu. Safety verification of
deep neural networks, CAV 2017.

Classifiers employed in vision tasks are typically multi-layer networks, which prop-
agate the input image through a series of linear and non-linear operators. They are
high-dimensional, often with millions of dimensions, non-linear and potentially dis-
continuous: even a small network, such as that trained to classify hand-written images
of digits 0-9, has over 60,000 real-valued parameters and 21,632 neurons (dimensions)
in its first layer. At the same time, the networks are trained on a finite data set and
expected to generalise to previously unseen images. To increase the probability of cor-
rectly classifying such an image, regularisation techniques such as dropout are typically
used, which improves the smoothness of the classifiers, in the sense that images that are
close (within ✏ distance) to a training point are assigned the same class label.

automobile to bird automobile to frog automobile to airplane automobile to horse

Fig. 1. Automobile images (classified correctly) and their perturbed images (classified
wrongly)

Unfortunately, it has been observed in [13,36] that deep neural networks, includ-
ing highly trained and smooth networks optimised for vision tasks, are unstable with
respect to so called adversarial perturbations. Such adversarial perturbations are (min-
imal) changes to the input image, often imperceptible to the human eye, that cause the
network to misclassify the image. Examples include not only artificially generated ran-
dom perturbations, but also (more worryingly) modifications of camera images [22] that
correspond to resizing, cropping or change in lighting conditions. They can be devised
without access to the training set [29] and are transferable [19], in the sense that an ex-
ample misclassified by one network is also misclassified by a network with a di↵erent
architecture, even if it is trained on di↵erent data. Figure 1 gives adversarial pertur-
bations of automobile images that are misclassified as a bird, frog, airplane or horse
by a highly trained state-of-the-art network. This obviously raises potential safety con-
cerns for applications such as autonomous driving and calls for automated verification
techniques that can verify the correctness of their decisions.

Safety of AI systems is receiving increasing attention, to mention [33,10], in view
of their potential to cause harm in safety-critical situations such as autonomous driving.
Typically, decision making in such systems is either solely based on machine learning,
through end-to-end controllers, or involves some combination of logic-based reasoning
and machine learning components, where an image classifier produces a classification,
say speed limit or a stop sign, that serves as input to a controller. A recent trend towards
“explainable AI” has led to approaches that learn not only how to assign the classifica-
tion labels, but also additional explanations of the model, which can take the form of
a justification explanation (why this decision has been reached, for example identify-
ing the features that supported the decision) [17,31]. In all these cases, the safety of a
decision can be reduced to ensuring the correct behaviour of a machine learning com-

It uses SMT solvers to find the adversarial examples as
counterexamples or to verify the safety of the deep neural networks.

Metamorphic testing is a surprisingly effective concept for testing deep
neural networks (at least so far).
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Examples: Object Detection

S. Wang and Z. Su. Metamorphic Object Insertion for Testing Object
Detection Systems. ASE 2020.

MetaOD utilizes a metamorphic transformation that pastes objects
collected from the original images into the given image.
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Examples: Object Detection

The inserted objects are pointed by blue arrows, and the inserted objects
are resized to the average size of existing objects of the same category.

AAA705 @ Korea University Lecture 11 – Testing Oracles April 15, 2024 30 / 66



Learning Metamorphic Relationships
J. Zhang, J. Chen, D. Hao, Y. Xiong, B. Xie, L. Zhang, and H. Mei.
Search-based inference of polynomial metamorphic relations, ASE 2014.

• Consider a linear metamorphic relationship for program p : X → Y :

f (x) = αx + β c1y + c2y ′ + d = 0

where y = p(x) and y ′ = p(f (x)).

• For example, sin(x) = sin(π − x) is a linear metamorphic relationship
with α = −1, β = π, c1 = 1, c2 = −1, d = 0.

• Then, the learning problem is to find the coefficients α, β, c1, c2, d
that satisfy the linear metamorphic relationship.

• The key idea is a search-based approach to find the coefficients
using a particle swarm optimization (PSO) algorithm.
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Recall: Particle Swarm Optimization (PSO)

x t+1
i = x t

i + v t
i

v t+1
i = 1 wv t

i + 2 c1(pi − x t
i ) + 3 c2(g − x t

i )

• x t
i – position of the i-th particle at time t

• v t
i – velocity of the i-th particle at time t

• pi – best position of the i-th particle (local best)
• g – best position of the entire flock (global best)

It follows the three rules of the flock of birds.
1 Each bird has an inertia to keep flying in the same direction.
2 Each bird remembers and has a tendency to return to the best

position it has ever visited by itself (local best).
3 Each bird has a tendency to follow the known global best position

in the flock by communicating with other birds. (global best)
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Recall: Particle Swarm Optimization (PSO)

Link
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Learning Metamorphic Relationships
J. Zhang, J. Chen, D. Hao, Y. Xiong, B. Xie, L. Zhang, and H. Mei.
Search-based inference of polynomial metamorphic relations, ASE 2014.

• It defines the fitness function for the PSO algorithm as the number
of inputs that satisfy the formula with the coefficients with n inputs:

fitness =
n∑

i=1

(
c1yi + c2y ′

i + d = 0
)

where xi is the i-th input and yi = p(xi), y ′
i = p(f (xi)).

• When c1 and c2 are between [−ϕ, ϕ] with a small threshold ϕ, the
algorithm resets them to a new random value to prevent producing
the degenerate solutions.

• We can extend it into a quadratic metamorphic relationship:

f (x) = αx + β c1y2 + c2yy ′ + c3y ′2 + d1y + d2y ′ + e = 0

where y = p(x) and y ′ = p(f (x)).
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Differential Testing

• Differential Testing is a testing technique that compares the
outputs of two or more similar programs (or different
implementations of same specification) for the same inputs.

• Unlike the metamorphic testing, differential testing does not
require the metamorphic relationships.

• The key idea is to compare the outputs of the programs and report
the differences as the potential bugs.

• Thus, it utilizes the cross-reference oracle, which means that the
majority of the outputs has a higher probability of being correct.
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Examples: Nezha
T. Petsios, A. Tang, S. Stolfo, A. Keromytis, and S. Jana. Nezha: Efficient
Domain-independent Differential Testing. S&P 2017.
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Fig. 2: System architecture.

passes it to the core engine. The core engine then generates
new inputs through mutations, and updates the input corpus
based on its δ-diversity guidance.

We implemented NEZHA using Clang v3.8. Our implemen-
tation consists of a total of 1545 lines of C++ code, of which
1145 and 400 lines correspond to NEZHA’s core and runtime
components, respectively.

B. Instrumentation

To enable NEZHA’s gray-box guidance, the test programs
must be instrumented to gather information on the paths
executed for each test input. This can be achieved either
during compilation, using dynamic binary instrumentation, or
using binary rewriting. For our prototype, we instrument pro-
grams at compile-time, using Clang’s SanitizerCoverage [6].
SanitizerCoverage can be combined with one or more of
Clang’s sanitizers, namely AddressSanitizer (ASAN) [57], Un-
definedBehaviorSanitizer (UBSAN) [8], and MemorySanitizer
(MSAN) [60], to achieve memory error detection during test-
ing. In our implementation, we instrument the test programs
with Clang’s ASAN to reap the benefit of finding potential
memory corruption bugs in addition to discrepancies with a
nominal overhead. We note that ASAN is not strictly required
for us to find discrepancies in our experiments.

C. NEZHA Core Engine and Runtime

NEZHA’s core engine is responsible for driving the input
generation process using the guidance engines described in
Section III-A. We implement the core NEZHA engine by
adapting and modifying libFuzzer [4], a popular coverage-
guided evolutionary fuzzer that has been successful in finding
large numbers of non-semantic bugs in numerous large-scale,
real-world software. libFuzzer primarily focuses on library
fuzzing, however it can be adapted to fuzz whole applications,
passing the path and output information needed to guide
the generation of inputs as parameters to the main engine.
NEZHA’s δ-diversity engine is independent of the underlying
testing framework, and can be applied as-is to any existing

Process_i (Data)

NEZHA_TestStart

NEZHA_TestEnd

LLVMFuzzerNezhaPaths

LLVMFuzzerNezhaOutputs

LLVMTestOneInput

UpdateDiff

RunOne

libFuzzer backend NEZHA components 

NEZHA Engine

Tested Applications

1

3
4

5

7
2

8

6

Input corpus

Fig. 3: Example of how an input is processed through NEZHA.

fuzzer or differential testing engine, whether black-box or
white-box/gray-box. Our choice of extending libFuzzer is due
to its large adoption, as well as its modularity, which allows for
a real-world evaluation of NEZHA’s δ-diversity with a state-
of-the-art code coverage-based framework.

LibFuzzer provides API support for custom input mutations,
however it is not designed for differential testing nor does it
support modifications of its internal structures. With respect to
mutations, we do not customize libFuzzer’s engine so that we
can achieve a fair comparison of NEZHA’s δ-diversity with
the default coverage-based guidance of the fuzzer, keeping
all other components intact. Instead, NEZHA uses libFuzzer’s
built-in engine to apply up to a maximum of five of the
following mutation operators in random order: i) create a new
input by combining random substrings from different inputs,
ii) add/remove an existing byte from an input, iii) randomize
a bit/byte in the input, iv) randomly change the order of a
subset of the input bytes and, v) only randomize the bytes
whose value corresponds to the ASCII code of a digit character
(i.e., 0x30-0x39). Finally, besides adding support for NEZHA’s
δ-diversity to libFuzzer, we also extend its guidance engines
to support (global) code coverage guidance in the context of
differential testing. As we will demonstrate in Section V, δ-
diversity outperforms code coverage, even when the latter is
applied across all tested applications.

A NEZHA-instrumented program can be executed using
any of NEZHA’s guidance engines, as long as the binary
is invoked with the appropriate runtime flags. In libFuzzer,
customized test program invocation is achieved overriding
the LLVMFuzzerTestOneInput function. We override
this function to load NEZHA into a main driver program,
which then performs the differential testing across all ex-
amined applications. We also extend libFuzzer with two
additional API calls, LLVMFuzzerNezhaOutputs and
LLVMFuzzerNezhaPaths that provide interfaces for pass-
ing output values and path execution information between the
core NEZHA engine and the NEZHA library running as part of
the tested programs. Finally, the NEZHA runtime uses two API
calls, namely NEZHA_TestStart and NEZHA_TestEnd,

621
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Examples: Binary Lifters
S. Kim, M. Faerevaag, M. Jung, S. Jung, D. Oh, J. Lee, and S. Cha.
Testing Intermediate Representations of Binary Analysis. ASE 2017.

A. Instruction Stream Generation
MeanDiff checks the semantic equivalence per each instruc-

tion returned from STREAMGEN. Ideally, one can generate
every possible instruction of a given architecture in order to
completely test BBIRs. However, this is infeasible due to the
huge number of possible instructions to consider. For example,
there are more than 232 add instructions on x86 even though
we only consider the ones that have EAX as the destination
operand: “add eax, 0x0”, “add eax, 0x1”, . . . , “add
eax, 0xffffffff”, “add eax, eax”, “add eax,
ebx”, and so forth.

Notice, this naı̈ve approach already requires radically
few test cases compared to existing differential testing ap-
proaches [43], [44], because N -version IR testing does not
require employing test cases for all possible states of each
instruction. Particularly, a symbolic summary for a given IR
instance encapsulates the semantics of the instance for all
possible input values.

However, we can further reduce the number of test cases
to consider by exploiting the nature of symbolic evaluation.
Specifically, instructions with the same opcode, but with
different register names will end up having the symbolic
summaries that are syntactically similar: only the name of
the symbols are different. For example, both add eax, ebx
and add ecx, edx will produce two symbolic summaries
that produce the same result when applied to N -version IR
testing. With this intuition, MeanDiff generates test cases
for every combination of available operand types of a given
opcode as follows.

1) For operand type reg, reg, we generate two test
cases: one with the same register, another with different
registers for each operand.

2) For operand type reg, mem and mem, reg, we
generate single test case for every possible address-
ing mode. That is, we consider [reg], [reg +
reg], [reg + displacement], [reg + reg +
displacement], and so forth. We use an arbitrary
value for the displacement.

3) For operand type reg, imm and mem, imm, we pick
three constant values for the immediate operand to
generate test cases: 0, 42, and the maximum unsigned
value based on the bit width of the immediate. For ex-
ample, we consider the following three cases: add al,
0x0, add al, 0x42, and add al, 0xff. This is
to cover semantic errors that are triggered only when the
immediate has a specific value.

While generating test instructions, STREAMGEN removes re-
dundant instructions as different opcodes may be decoded
to the same instruction on x86. For example, 0x0118
and 0x011c20 are both add [eax], ebx on x86. In
our STREAMGEN implementation, it generates 323,928 and
1,161,430 valid instructions on x86 and x86-64 respectively.

B. IR Lifting and Translation
Obtaining BBIR instances from binary lifters requires vary-

ing amounts of manual effort. Some systems such as BAP [14]

STREAMGEN
arch

insn

LIFT TRANSLATE
BBIR

LIFT TRANSLATE
BBIR

LIFT TRANSLATE
BBIR

…

insn

insn

BAP

VEX

BINSEC

SUMMARIZE

SUMMARIZE

SUMMARIZE

UIR

UIR

UIR

TRIAGE

Symbolic
summary

Binary lifters translate a binary executable into a high-level
intermediate representation (IR) as a primary step in binary analysis.

MeanDiff performs a differential testing on the IRs generated by the
binary lifters to find the lifting bugs.
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Examples: JIT Compilers
L. Bernhard, T. Scharnowski, M. Schloegel, T. Blazytko, and T. Holz.
JIT-Picking: Differential Testing of JavaScript Engines. CCS 2022.J���P������: Di�erential Fuzzing of JavaScript Engines CCS ’22, November 7–11, 2022, Los Angeles, CA, USA

behavior of di�erent JS engines to uncover bugs. The JS standard
leaves too much room for interpretation, hence di�erent implemen-
tations exhibit several di�erences in their behavior.

In contrast, we propose to compare a single JS engine against it-
self. Broadly speaking, a JS engine contains two implementations to
execute JS code with identical semantics: a JS interpreter evaluating
statement by statement and a JIT compiler producing aggressively
optimized, native machine code. Depending on the JS engine, one
or multiple intermediate JIT tiers [17] sit between the interpreter,
and the aggressively optimizing compiler. These tiers o�er a middle
ground between the low startup overhead of the interpreter and
the e�cient code execution of a fully optimizing JIT engine.

To uncover software faults in JS engines, we can compare the
execution of the interpreted code to the execution of code generated
by the JIT compiler. We can selectively allow all JIT tiers to run or
(optionally) individually disable them. If both executions perform
the same computation, we can ignore this test case. If, however, the
two executions di�er in their computation, we can use this as a �ne-
grained oracle to identify the test case as triggering a bug. A major
technical challenge is to implement such a comparison mechanism
in an e�ective way given the highly optimized nature of today’s JIT
engines. A naive implementation of such a comparison mechanism
would simply make all computations externally visible, e. g., by
printing the result to stdout. Unfortunately, this rather crude way
of observation signi�cantly interferes with the machinery of the JIT
engine. The mere fact that the result of some computation becomes
externally visible (e. g., by printing) suppresses dead-code elimina-
tion. Alongside dead-code elimination, optimizing JIT compilers
implement a whole range of classic optimizations (e. g., instruction
reordering, scalar replacement, and constant folding [1]) and JS-
speci�c passes (e. g., garbage-collector modeling). The applicability
of individual optimizations depends on the result of analysis passes
(e. g., alias analysis or type analysis [25]) and pro�tability assess-
ments. While all observation techniques incur some interference
w.r.t. optimization and analysis passes, a well-designed mechanism
minimizes its impact. Failing to reduce interferences sti�es opti-
mizations passes and consequently suppresses miscomputations.

With the optimizing nature of JIT engines in mind, let us revisit
the code snippet reproducing CVE-2020-9802 in Listing 3. Our goal
is to simplify the code such that diverging behavior becomes ap-
parent. Such a minimized snippet is actually shown in Listing 2,
the starting point of our discussion. It triggers the same miscompu-
tation, and the triggering code snippet is much easier for existing
fuzzing methods to generate. Unfortunately, current bug oracles
based on segmentation faults, sanitizers, or assertions are blind to
the mere fact that a miscomputation occurred. As a consequence,
these existing methods fail to correctly detect the bug. This moti-
vates our work for developing a more sensitive and e�ective bug
oracle, which allows us to detect subtle triggers of bugs in JS code.

4 DESIGN
Figure 1 shows a high-level overview of J���P�����, our di�erential
fuzzing approach to detect even subtle software faults in JS JIT en-
gines. With this approach, we aim to e�ciently �nd logic bugs and
miscomputations that have previously been hard to identify. At the
core of our approach, we perform two executions of fuzzing inputs,

Fuzzer

Input

Probe Injection

Interpreter JIT-Compiler

execution hash execution hash0

BinarySource

Õ

Œ

œ œ

— —

–
probe
result –

probe
result

À Ã

 

Feedback

Figure 1: Overview of our design. Fuzzing inputs are passed to
both the interpreter and optimizing JIT-compiler; comparing
their internal state during execution (using probes injected
into the input) reveals miscomputations.

once with the JIT compiler enabled and once solely using the en-
gine’s interpreter. Side-by-side executions in the same engine allow
us to compare states with high �delity and detect miscomputations
even if no actual memory corruption has occurred.

To prepare fuzzing, the JS engine is compiled   with code in-
strumentation. The instrumentation emits runtime code coverage
information which assists the fuzzer in identifying interesting in-
puts. Then, the JS engine is instantiated twice. One instance À is
con�gured via command-line arguments such that JIT compilation
is prohibited. Hence, the engine has to fall back to interpreting the
JS code statement by statement. Note that this execution mode is
slower, albeit signi�cantly less likely to contain bugs given that
the interpreters are mature and have been extensively tested. The
second JS engine instance Ã is con�gured to eagerly JIT-compile
during execution. As an additional optimization, we selectively
enable/disable the various JIT-tiers, optimizations, and code genera-
tion parameters. Next, the fuzzer generates JS inputs Õ. J���P�����
now post-processes the generated inputs by injecting a probing
mechanism. This centerpiece Œ of our work extracts miscomputed
results with unprecedented sensitivity. After probe injection, each
input is executed œ by both instances of the JS engine. During both
executions in the respective JS engine instances, the injected probes
extract – a subset of computational results (e. g., value of a local
variable) and sends — them to the fuzzer. The fuzzer now compares
whether the extracted computations are identical. Deviations indi-
cate that one of the two instances su�ers from a miscomputation.
Inputs provoking such diverging behaviors are extracted and stored
for later analysis.

4.1 Key Components
After this overview, we now present some key components in more
detail while deferring the actual probing mechanism to Section 4.2.
First, we describe a way to instantiate the JIT engine Ã such that
miscomputations become more likely. We proceed with input gen-
eration Õ, the process of generating individual JS �les. Afterwards,

355

Just-in-time (JIT) compilation is compilation during program execution
to improve the performance and many JavaScript engines support it.

JIT-Picking performs a differential testing between the results of
programs with and without JIT compilation to find the JIT bugs.
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JavaScript Static Analysis with Evolving Engines and
Specification

Jihyeok Park
KAIST, South Korea

jhpark0223@kaist.ac.kr

ABSTRACT
JavaScript is one of the most dominating programming languages.
Despite its popularity, the highly dynamic nature of JavaScript
makes its semantics complex thus understanding and reasoning
about JavaScript programs are challenging tasks. Therefore, Re-
searchers have proposed JavaScript static analysis based on ab-
stract interpretation with the the abstract semantics conforming
to ECMAScript, the standard speci�cation for JavaScript. However,
all the existing abstract semantics are manually de�ned thus the
current approach is labor-intensive and error-prone. Moreover, in
late 2014, this problem becomes more critical because the Ecma
Technical Committee 39 announced that they will annually update
ECMAScript.

To alleviate the problem, we propose an approach to perform
JavaScript static analysis using the abstract semantics automatically
de�ned with both of JavaScript engines and speci�cation. Our main
idea is 1) to leverage the existing JavaScript engines as much as
possible, and 2) to utilize the formal semantics automatically ex-
tracted from ECMAScript for remaining parts. We believe that our
approach would be able to analyze JavaScript programs developed
with new language features as well as improve their quality.

KEYWORDS
JavaScript, mechanized speci�cation, static analysis, abstract inter-
pretation
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1 INTRODUCTION
JavaScript is one of the most dominating programming languages.
While JavaScript was initially designed for client-side programming
in web browsers, and it is now widely used in server-side program-
ming [6] and even in embedded systems [3, 5, 7]. According to
W3Techs1, 97.2% of websites use JavaScript as their client-side pro-
gramming language. The 2020 State of the Octoverse2, which is the
1https://w3techs.com/technologies/details/cp-javascript/all/all
2https://octoverse.github.com/
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annual report of GitHub, reports that JavaScript was the top-ranked
programming language in GitHub repositories since 2014 to 2020.

Researchers have proposed various static analyzers to under-
stand and reason about JavaScript programs. Despite its popularity,
JavaScript developers often su�er from its intricate and dynamic
language features, which may cause unexpected behaviors. For ex-
ample, the function declaration function f(x){ return x == !x }

may seem to always return false. Surprisingly, it returns true when
its argument is an empty array; f([]) = true. To correctly under-
stand and reason about such a complex behavior, researchers have
proposed various static analyzers for JavaScript programs, such as
TAJS [15], SAFE [20], JSAI [16], and WALA [26].

However, existing JavaScript static analyzers utilize manually
de�ned formal semantics, and this approach is labor-intensive and
error-prone. ECMAScript, which is a standard speci�cation for
JavaScript maintained by the Ecma Technical Committee 39 (TC39),
describes syntax and semantics of JavaScript in a structured na-
ture language. Based on the speci�cation, researchers have de�ned
various JavaScript formal semantics [8, 14, 21] or have modi�ed
them suitable for debuggers [9], veri�cation tools [12, 13], and
static analyzers [15, 16, 20, 26]. However, all of them are written
by hand thus the existing approach is tedious, labor-intensive, and
error-prone. Moreover, in late 2014, the TC39 announced the yearly
release cadence and open development process of ECMAScript to
quickly adapt to evolving development environments. Thus, there
are already six updates after ES5.1 and this problem becomes more
critical.

To alleviate this problem, we propose an approach to perform
JavaScript static analysis using the abstract semantics automatically
de�ned with both of JavaScript engines and speci�cation. Our main
idea is 1) to leverage the existing JavaScript engines as much as
possible, and 2) to utilize the formal semantics automatically ex-
tracted from ECMAScript for remaining parts. To lessen the burden
to manually de�ne the abstract semantics for evolving JavaScript
speci�cation, we present a technique to extract a formal semantics
from ECMAScript and de�ne an abstract semantics based on it.
However, the automatically extracted abstract semantics might be
much slower than highly optimized abstract semantics written by
hand. Thus, we also leverage existing JavaScript engines to de�ne
abstract semantics for better performance of static analysis. Our
approach consists of three steps with three di�erent tools; First,
JISET automatically extracts JavaScript formal semantics using rule-
based compilation from abstract algorithms to functions of IRES,
an Intermediate Representation that we designed for ECMAScript.
Based on the extracted semantics, JEST performs #+1-version dif-
ferential testing for existing JavaScript engines and ECMAScript to
check whether they conform to each other. Finally, JSAVER performs

1
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···

JavaScript Engines and Specification Tester

[ASE'20] Park et al, “JISET: Javascript IR-based Semantics Extraction Toolchain”
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ABSTRACT
JavaScript is one of the most dominating programming languages.
Despite its popularity, the highly dynamic nature of JavaScript
makes its semantics complex thus understanding and reasoning
about JavaScript programs are challenging tasks. Therefore, Re-
searchers have proposed JavaScript static analysis based on ab-
stract interpretation with the the abstract semantics conforming
to ECMAScript, the standard speci�cation for JavaScript. However,
all the existing abstract semantics are manually de�ned thus the
current approach is labor-intensive and error-prone. Moreover, in
late 2014, this problem becomes more critical because the Ecma
Technical Committee 39 announced that they will annually update
ECMAScript.

To alleviate the problem, we propose an approach to perform
JavaScript static analysis using the abstract semantics automatically
de�ned with both of JavaScript engines and speci�cation. Our main
idea is 1) to leverage the existing JavaScript engines as much as
possible, and 2) to utilize the formal semantics automatically ex-
tracted from ECMAScript for remaining parts. We believe that our
approach would be able to analyze JavaScript programs developed
with new language features as well as improve their quality.

KEYWORDS
JavaScript, mechanized speci�cation, static analysis, abstract inter-
pretation
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1 INTRODUCTION
JavaScript is one of the most dominating programming languages.
While JavaScript was initially designed for client-side programming
in web browsers, and it is now widely used in server-side program-
ming [6] and even in embedded systems [3, 5, 7]. According to
W3Techs1, 97.2% of websites use JavaScript as their client-side pro-
gramming language. The 2020 State of the Octoverse2, which is the
1https://w3techs.com/technologies/details/cp-javascript/all/all
2https://octoverse.github.com/
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annual report of GitHub, reports that JavaScript was the top-ranked
programming language in GitHub repositories since 2014 to 2020.

Researchers have proposed various static analyzers to under-
stand and reason about JavaScript programs. Despite its popularity,
JavaScript developers often su�er from its intricate and dynamic
language features, which may cause unexpected behaviors. For ex-
ample, the function declaration function f(x){ return x == !x }

may seem to always return false. Surprisingly, it returns true when
its argument is an empty array; f([]) = true. To correctly under-
stand and reason about such a complex behavior, researchers have
proposed various static analyzers for JavaScript programs, such as
TAJS [15], SAFE [20], JSAI [16], and WALA [26].

However, existing JavaScript static analyzers utilize manually
de�ned formal semantics, and this approach is labor-intensive and
error-prone. ECMAScript, which is a standard speci�cation for
JavaScript maintained by the Ecma Technical Committee 39 (TC39),
describes syntax and semantics of JavaScript in a structured na-
ture language. Based on the speci�cation, researchers have de�ned
various JavaScript formal semantics [8, 14, 21] or have modi�ed
them suitable for debuggers [9], veri�cation tools [12, 13], and
static analyzers [15, 16, 20, 26]. However, all of them are written
by hand thus the existing approach is tedious, labor-intensive, and
error-prone. Moreover, in late 2014, the TC39 announced the yearly
release cadence and open development process of ECMAScript to
quickly adapt to evolving development environments. Thus, there
are already six updates after ES5.1 and this problem becomes more
critical.

To alleviate this problem, we propose an approach to perform
JavaScript static analysis using the abstract semantics automatically
de�ned with both of JavaScript engines and speci�cation. Our main
idea is 1) to leverage the existing JavaScript engines as much as
possible, and 2) to utilize the formal semantics automatically ex-
tracted from ECMAScript for remaining parts. To lessen the burden
to manually de�ne the abstract semantics for evolving JavaScript
speci�cation, we present a technique to extract a formal semantics
from ECMAScript and de�ne an abstract semantics based on it.
However, the automatically extracted abstract semantics might be
much slower than highly optimized abstract semantics written by
hand. Thus, we also leverage existing JavaScript engines to de�ne
abstract semantics for better performance of static analysis. Our
approach consists of three steps with three di�erent tools; First,
JISET automatically extracts JavaScript formal semantics using rule-
based compilation from abstract algorithms to functions of IRES,
an Intermediate Representation that we designed for ECMAScript.
Based on the extracted semantics, JEST performs #+1-version dif-
ferential testing for existing JavaScript engines and ECMAScript to
check whether they conform to each other. Finally, JSAVER performs
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Both JavaScript Engines and Specification. ICSE 2021.

/ 15JEST: N+1-version Differential Testing of Both JavaScript Engines and Specification 

Assertion

Injector

Conformance Test Synthesis

9

Mechanized 
Spec. Tests

Seed

Generator

Seed

Target

Selector

Programs

Target

Program

Program

Mutator Mutated


Program

Test Synthesizer

AAA705 @ Korea University Lecture 11 – Testing Oracles April 15, 2024 59 / 66



Contents
1. Non-Testable Programs

Types of Non-Testable Programs
2. Metamorphic Testing

Examples: SMT Solvers
Examples: Web Browser Debugger
Examples: Compilers
Examples: Deep Neural Networks
Examples: Object Detection
Learning Metamorphic Relationships

3. Differential Testing
Examples: Nezha
Examples: Binary Lifters
Examples: JIT Compilers
N+1-version Differential Testing

4. Property-based Testing

AAA705 @ Korea University Lecture 11 – Testing Oracles April 15, 2024 60 / 66



Property-based Testing

• Property-based Testing is a testing technique that tests the
programs by specifying the properties that the programs should
satisfy.

• The key idea is originally from the QuickCheck tool for the Haskell
programming language.

• K. Claessen and J. Hughes. QuickCheck: A Lightweight Tool for
Random Testing of Haskell Programs. ICFP 2000.

• It requires property-based oracles, instead of the input-output pair
oracles, to test the programs.

AAA705 @ Korea University Lecture 11 – Testing Oracles April 15, 2024 61 / 66



Property-based Testing

• A traditional example-based
oracle requires input-output
pairs.

def abs(x):
if x < 0:

return -x
return x

def test_abs():
assert abs(0) == 0
assert abs(1) == 1
assert abs(-1) == 1

• A property-based oracle
requires the properties of a
given input.

def abs(x):
if x < 0:

return -x
return x

def test_abs(x):
assert abs(x) >= 0
assert abs(x) == abs(-x)
assert abs(abs(x)) == abs(x)
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Tool – Hypothesis for Python

• Hypothesis (link) is a property-based testing tool for the Python (or
Ruby and Java) programming language.

• It generates the random inputs for the programs and tests the
programs with the properties that the programs should satisfy.

• It is a powerful tool for testing the programs with the complex
properties.

• It is a lightweight tool that can be easily integrated into the existing
testing frameworks.
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Tool – Hypothesis for Python

from hypothesis import given, settings, Verbosity
from hypothesis import strategies as st
import unittest

def abs(x):
if x < 0:

return -x
return x

@given(x = st.integers())
@settings(verbosity=Verbosity.verbose)
def test_abs(x):

assert abs(x) >= 0
assert abs(x) == abs(-x)
assert abs(abs(x)) == abs(x)

test_abs()
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